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Abstract

We present our overall third ranking solution for the KDD Cup 2010 on educational data
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N eS;(s:K) .. to student s the K most ® [iy,(j) - bias for problem p(7) Algebra 2008-2009 0.2997 | N =20,n = 0.003, - = 0.0001, A = 0.001
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Cis = Bridge to Algebra 2008-2009 0.2908 N = 20,71 = 0.005, 7~ = 0.0002, A = 0.0016
Bridge to Algebra 2008-2009 0.2901 N = 50,1 = 0.005, 7~ = 0.0002, A = 0.0016
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Dataset Meta parameters |
Algebra 2008-2009 N =150, = 0.002, A = 0.005 Blending
Algebra 2008-2009 N =150, = 0.003, A = 0.003

Bridge to Algebra 2008-2009 N =100,n = 0.003, A = 0.005

Dataset Meta parameters
Algebra 2008-2009 K=41,a0a=129,6=15,0=062,v=—1.9
Bridge to Algebra 2008-2009 K=41,a0a=129,86=15,0=62,vy=—1.9

The training set for the blender consists of the predictions we get from the cross validation
process from each individual collaborative filtering algorithm. For the first dataset (Algebra
2008-2009) we use 36 predictors, for the second dataset (Bridge to Algebra 2008-2009) 37
predictors are used. After a few experiments with different learners and different parameters
it turned out that a neural network with two hidden layer works best. The net layout for the
first dataset is 142-80-80-1 and for the second dataset 130-80-80-1. Both blending networks
are trained for 90 epochs, the learning rate n = 0.001 is subtracted by 107 every epoch. No

weight decay is used. The features in the training set, which are now predictions from CF
flis = p =+ fii + s + gy + fog) T+ ) algorithms, are enlarged by additional information. We add knowledge component encoding,
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Meta parameters Dataset: Algebra 2008-2009 Dataset: Bridge to Algebra 2008-2009
Algebra 2008-2009 N =5 0.280925: on cross-validation 0.288417: on cross-validation

Bridge to Algebra 2008-2009 N =20 0.277355: submission 0.28073: submission
Bridge to Algebra 2008-2009 N =5

Dataset RMSE Meta parameters

Algebra 2008-2009 0.446277 N = 10,n = 0.002, A = 0.02
Bridge to Algebra 2008-2009 0.3168 | N = 10,7 = 0.002, A = 0.02
Bridge to Algebra 2008-2009 0.3159 | N = 20,7 = 0.002, A = 0.01
Bridge to Algebra 2008-20090.3178 | N = 20,7 = 0.002, A = 0.03




